Ye et al.

VOL. 7, NO. 2/FEBRUARY 2015/J. OPT. COMMUN. NETW. A183

Survivable Virtual Infrastructure
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Abstract—Efficiently mapping multiple virtual infra-
structures (VIs) onto the same physical substrate with sur-
vivability is one of the fundamental challenges related to
network virtualization in transport software-defined net-
works (T-SDNs). In this paper, we study the survivable VI
mapping problem in T-SDNs with the objective of minimiz-
ing the VI request blocking probability. In particular,
we address the subproblems of modulation selection and
spectrum allocation in the process of provisioning optical
channels to support virtual links, taking into consideration
the optical layer constraints such as the transmission
reach constraint and the spectral continuity constraint.
We propose an auxiliary-graph-based algorithm, namely,
parallel VI mapping (PAR), to offer dedicated protection
against any single physical node or link failure. More spe-
cifically, the PAR algorithm can jointly optimize the assign-
ments of mapping the primary and backup VIs by adopting
the modified Suurballe algorithm to find the shortest pair
of node-disjoint paths for each virtual link. Through exten-
sive simulations, we demonstrate that the PAR algorithm
can significantly reduce the VI request blocking probabil-
ity and improve the traffic-carrying capacity of the net-
works, compared to the baseline sequential VI mapping
approaches.

Index Terms—Dedicated protection; Parallel VI mapping;
Survivable virtual infrastructure mapping; Transport
software-defined networks.

I. INTRODUCTION

I n transport software-defined networks (T-SDNs), the
control plane and management intelligence are ab-
stracted into a centralized controller while leaving behind
a flexible and programmable optical transport data plane,
such as bandwidth variable transponders and colorless—
directionless—contentionless—gridless (CDCG) reconfigura-
ble optical add/drop multiplexers (ROADMs) [1,2]. T-SDNs
enable efficient and scalable network virtualization in op-
tical transport by allowing multiple virtual infrastructures
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(VIs) to coexist on the same physical substrate and share
physical node/link resources with guaranteed isolations
[3-9]. From the physical substrate provider’s standpoint,
one of the fundamental challenges is how to make efficient
use of the underlying resources through a procedure called
VI mapping, which maps the virtual nodes and virtual
links of a VI onto the physical substrate [10,11]. Further-
more, since natural disasters (e.g., earthquake) and inten-
tional human attacks (e.g., fiber cuts or malicious attacks)
may disrupt the services offered over such VlIs, it is essen-
tial to provision survivability when mapping VIs over the
physical substrate [12].

In this work, we investigate how to efficiently map the
VIs with survivability against any single physical node or
link failure over the T-SDNs, which is referred to as the
survivable VI mapping problem. To provide fast recovery,
we focus on studying the protection scheme (i.e., the backup
VIs are precomputed and reserved in advance) rather than
the restoration scheme. In particular, we take a first step to
study the dedicated protection, and leave the shared pro-
tection as a future work. In dedicated protection, for each
VI request, the primary and backup VIs need to be provi-
sioned in a node-disjoint fashion, and the backup physical
resources are not allowed to be shared. Dedicated protec-
tion is preferred because the service over the VIs can be
immediately switched from its primary VI to the backup
VI when a failure occurs, thus achieving a fast recovery.

Driven by the recent innovation of flexible grid optical
transport [13], T-SDNs allow a dynamic and flexible allo-
cation of the spacing and central frequency of the optical
channels to gain a higher spectral efficiency. In such flex-
ible optical transport, open challenges in provisioning sur-
vivable VI mapping are how to find primary and backup
physical nodes for each virtual node, how to find node-
disjoint primary and backup physical routes for each
virtual link, and how to assign modulation formats and
spectrum along these primary and backup routes while
considering the spectral continuity constraint and the
transmission reach constraint. The authors in [14-18] pro-
posed several heuristic algorithms to solve the survivable
VI mapping problem over fixed grid (WDM) optical trans-
port; however, those solutions cannot be directly applied to
solve the problem over flexible grid optical transport since

© 2015 Optical Society of America



A184 J. OPT. COMMUN. NETW./VOL. 7, NO. 2/FEBRUARY 2015

additional subproblems of modulation format selection and
spectrum allocation are not addressed in these solutions.

In this paper, we study the survivable VI mapping prob-
lem over T-SDNs with the objective of minimizing the VI
request blocking probability. In particular, we address
the subproblems of modulation selection and spectrum al-
location in the process of mapping virtual links. We propose
an auxiliary-graph-based algorithm, called the parallel VI
mapping (PAR) algorithm, which adopts the modified
Suurballe’s algorithm [19] to find a parallel mapping of the
primary and backup VIs, and offers dedicated protection
against any single physical node or link failure. In PAR,
the assignments of mapping the primary and backup VIs
are jointly optimized, thus achieving a cost-efficient way
of provisioning survivability in the process of VI mapping.
Simulation results show that the PAR algorithm can sig-
nificantly reduce the VI request blocking probability and
enhance the traffic-carrying capacity of the networks,
compared to the traditional sequential VI mapping (SEQ)
approaches. It is worth noting that the proposed PAR algo-
rithm can be applied in the SDN centralized controller to
automatically and intelligently manage the resource allo-
cation in the physical substrate from a global view.

The organization of the paper is as follows. We first dis-
cuss the related works in Section II, and then introduce
the problem models and formulations in Section III. In
Section IV, we present the proposed auxiliary-graph based
heuristic algorithm. In Section V, we compare the perfor-
mance of the proposed algorithms. Section VI concludes
the paper.

II. RELATED WORKS

Recently, the VI mapping problem has been extensively
studied in both general IP networks [10,11] and optical net-
works [3-9]. In [10,11], the authors proposed mixed integer
linear programming models and efficient heuristic algo-
rithms to solve the VI mapping problem with the objective
of maximizing the revenue over time. The authors in [3-9]
studied the VI mapping problem in optical networks, tak-
ing into consideration the optical layer constraints such as
the transmission reach constraint and the spectral continu-
ity/conflict constraints. However, none of these works con-
sidered the survivability issues in provisioning VIs. Recent
works [14-18] started to investigate how to provision VI
mapping with survivability against physical node or link
failures. In particular, the authors in [14] proposed an ef-
ficient shared protection scheme that relies on constructing
an enhanced topology with survivability in the virtual
layer, and the work in [17] allowed using migration to re-
cover from a single physical node failure. However, these
works have not addressed the subproblems of modulation
format selection and spectrum allocation in the process of
mapping virtual links. The most closely related work [18]
proposed an efficient algorithm to provision survivable VI
mapping in flexible grid optical networks. However, the sol-
ution offered resilience against only a single link failure,
while the possible node failure was not considered.
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In this paper, we study the survivable VI mapping prob-
lem in flexible grid based T-SDNs, in order to offer dedi-
cated protection against any single physical node or link
failure. We address the subproblems of modulation selec-
tion and spectrum allocation in the process of virtual link
mapping, while considering the transmission reach con-
straint and the spectral continuity/conflict constraints.

III. PROBLEM MODELS AND FORMULATION

In this section, we first introduce the problem model that
includes the physical substrate model, the VI request
model, and the survivable VI mapping process. We then
formulate the survivable VI mapping problem math-
ematically.

A. Physical Substrate Model

We are given a physical substrate G,(V,,.L,), as shown
in Fig. 1, where N, is the set of physical nodes and L, is the
set of physical links. For a given physical node n € N,,, it is
associated with node resources of C% = {c}|i = [1, ]}, where
k is the number of types of node resources (e.g., £ = 3, in-
cluding computing/switching/storage resources) and ¢, is
the capacity of node resource of type i at physical node
n. The variable rate transponders can offer a set of modu-
lation formats M and each modulation format m € M has a
spectral efficiency of e,, b/s/Hz and can transmit over up
to r,, km due to the physical layer impairment. For a given
physical link [ € L,,, it is associated with a spectrum capac-
ity of S; GHz, and the spacing of a spectrum slot is H GHz.

B. VI Request Model

We are also given a set of VI requests D, (NU,LU,Z,’}”,By),
as shown in Fig. 1, where N, is the set of virtual nodes
and L, is the set of virtual links. For each virtual node
x € N,, it is associated with a node resource demand of
Zk = {zL|i = [1,k]}, where z. represents the requested
amount of node resources of type i from virtual node x.
For each virtual link y € L,, it is associated with an amount
of bandwidth demand, denoted by B,,.

60 95 a’ 75

25 35
VI requests

Physical substrate

Fig. 1. Survivable VI mapping.
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C. Survivable VI Mapping Problem

To offer dedicated protection against any single physical
node or link failure, for each virtual node, we need to find
distinct primary and backup physical nodes that have at
least the requested node resources (e.g., physical node 1
and 2 for virtual node a, as shown in Fig. 1). In addition,
for each virtual link, we need to determine the node-
disjoint primary and backup physical routes [e.g., physical
route (2,4) and (1,5) for virtual link (a,b), as shown in
Fig. 1], select modulation formats based on the distance
of these paths, and conduct spectrum allocation while con-
sidering the transmission reach constraint and the spectral
continuity/conflict constraints. A VI request is considered
blocked if any of its virtual nodes or virtual links cannot
be mapped. The objective is to find a mapping of the pri-
mary and backup VIs over the physical substrate such that
the VI request blocking probability is minimized.

D. Notations

The following parameters are given in the model.

e 5k: the node resource capacity of type %k at physical
node n € N,,.

* y;;: the spectrum capacity of physical link (i,j) € L,.

e lim(m): the reachability of using modulation format m.

e H: the spacing of a spectrum slot.

e @: the total number of VI requests.

* o*,: the node resource demand of type & from virtual node
v in VI request r.

® }..q: the bandwidth demand of virtual link (s,d) in VI
request r.

To formulate the problem mathematically, we define the
following decision variables, which specify the assignments
of virtual node mapping, virtual link routing, modulation
selection, and spectrum allocation.

¢ 0¢,: the primary mapping assignment of a given virtual
node. 87, =1, if virtual node v from VI request r is
mapped to physical node n as a primary location; other-
wise, 6}, = 0.

oy, the backup mapping assignment of a given virtual
node. w}, =1, if virtual node v from VI request r is
mapped to physical node n as a backup location; other-
wise, oy, = 0.

J érs 4 the primary route for a given virtual link. é” a=1
if virtual link (s, d) from VI request r traverses physwal
hnk (i.j) in its primary route; otherwise, &’ a = 0.

Cr ;- the backup route for a given virtual link. Cl" ¢ = Lif
virtual link (s,d) from VI request r traverses physwal
link (i,j) in its backup route; otherwise, éjrs . =0.

® yi,sq: the modulation format selected for the primary
route for a given virtual link (s,d) in VI request r.

® 1r.sq: the modulation format selected for the backup route
for a given virtual link (s,d) in VI request r.
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* o ;: the spectrum slot used by the primary route of a
glven virtual link. o ; = 1, if spectrum slot w is used
by the primary route of virtual link (s,d) from VI request
r; otherwise, al. ;4 =0.

* B, 4 the spectrum slot used by the backup physical route
of a given virtual link; PYsq = 1, if the spectrum slot w is
used by the backup route of Vlrtual link (s,d) from VI
request r; otherwise, Brea =0.

o #2: the VI request that is blocked. ¢? = 1, if request r is
blocked; otherwise, ¢2 = 0.

E. Constraints

In this subsection, we first list all the constraints and
then explain them afterward.

1) Virtual Node Mapping:
¢ One-to-one mapping constraint:

0<y o, <1
n
0<) wh, <1,

¢ Node-disjoint constraint:

Vro, (1)

Y 7. (2)

0<y @ +w) <1l Vrn 3)
veN,
¢ Capacity constraint:
D ok (02, + k) <85 Yk (4)
ru

Equations (1) and (2) specify that each virtual node can
be mapped only to at most one primary physical node and
one backup physical node, i.e., virtual node splitting is not
allowed. Equation (3) ensures that i) virtual nodes from the
same VI request cannot be mapped to the same physical
node, and ii) primary physical nodes and backup physical
nodes from the same VI requests cannot be mapped to the
same physical node. The capacity constraint for each type
of node resource at any physical node is described in Eq. (4).

2) Virtual Link Mapping:
¢ Flow conservation constraint:

Zgrsd gl =0,-0. Vrsdn, o (5)

JEN,
Zérsd Zcrsd_wrd wrs7 Vr,s,d,n. (6)

¢ Node-disjoint constraint:

2(6 d+§rsd) Z(é,irsld—’_é,rsd)_o’ Vr,s,d,n.

P

(7
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¢ Bandwidth requirement constraint:

r.s,d

Zarsd H draa! Vr.s.d, 8)

Zﬂrsd_ Hr;d 1. Vrs.d. 9
¢ Transmission reach constraint:

Zfrsd <lim(ueq). ¥ r.s.d. (10)

ngd <lim(psq). ¥ 7.5.d. 11)

e Capacity constraint:

D@ g+ B ) <rige Vil (12)
rsdw
e Spectrum conflict constraint:
O<Z(§rsd arsd+£:rsd ﬁg),s,d)s]" Vi’j’w (13)
rsd
¢ Spectrum consecutive constraint:
1 ol _gw 1 <1, V¥ d 14
é Z'arsd Xrsdl =4 r.s.a, (14)
0< L w+1 <1, Vrsd (15)
—E-Zhﬁr,s.d rsdl r.s.a.

Equations (5) and (6) ensure that a primary (backup)
route can be found to connect the two primary (backup)
physical nodes that host the two end virtual nodes of a given
virtual link. Equation (7) ensures that, for a given VI, its
primary VIis node-disjoint with its backup VI. Equations (8)
and (9) specify that enough spectrum slots are reserved
along the primary and backup routes for each virtual link.
Equations (10) and (11) ensure that the selected modulation
formats for the primary and backup routes satisfy the trans-
mission reach constraint. Equation (12) represents that the
spectrum capacity cannot be exceeded in each physical link.
Equation (13) specifies that a given spectrum slot can be
used only by at most one physical (primary or backup) route.
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Equations (14) and (15) specify that the provisioned optical
channel has to use a set of consecutive spectrum slots. The
spectral continuity constraint is inherently guaranteed in
the definition of o, ; and g, .

F. Objective

The objective is to minimize the VI request blocking
probability, which is shown as follows:

1n%ﬁ. (16)

IV. AUXILIARY-GRAPH-BASED HEURISTIC ALGORITHM

In this section, we first propose an auxiliary-graph-
based heuristic algorithm, called the parallel VI mapping
(PAR) algorithm, to efficiently solve the survivable VI map-
ping problem. For the comparison purpose, we then present
a baseline algorithm, called the sequential VI mapping
(SEQ) algorithm. The detailed workflow of the proposed
algorithms are described as follows.

A. Parallel VI Mapping Algorithm

The proposed PAR algorithm is an auxiliary-graph-
based algorithm that adopts the modified Suurballe’s algo-
rithm to find the shortest pair of node-disjoint paths as the
primary and backup routes for each virtual link. Compared
to the traditional way of sequentially mapping the primary
and the backup VIs, the PAR algorithm can jointly optimize
the assignments of primary and backup VI mapping.

In PAR, for a given virtual node, two candidate physical
nodes are found that can provide sufficient node resources
to host the given virtual node. For a given virtual link, a
pair of node-disjoint candidate physical routes is found be-
tween these selected physical nodes by applying the modi-
fied Suurballe’s algorithm on an auxiliary graph as shown
in Fig. 2(a). The auxiliary graph is constructed by adding a
pair of auxiliary source/destination nodes and a set of aux-
iliary links that connect the auxiliary source/destination
with the candidate physical nodes of the virtual nodes that
belong to the virtual link.

The above steps ensure that, for a given virtual node
(link), its primary physical node (route) is node-disjoint

| Re-apply Suurballe’s
1 algorlthm for ab

Fig. 2. PAR algorithm. (a) Auxiliary graph and Suurballe’s algorithm. (b) Parallel mapping of the primary and backup VIs.
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with its backup physical node (route). Since the PAR
algorithm aims to offer dedicated protection, we still need
to make sure that, considering the whole virtual topology of
a VI, none of the primary physical nodes (routes) is over-
lapping with any backup physical node (route). To do so,
after finding a pair of node-disjoint physical routes for each
virtual link, a set A is found that includes the maximum
number of virtual links whose node-disjoint routes are par-
titioned into two separate sets, and the routes in one of the
sets are also node-disjoint with the routes of the other set.
As shown in Fig. 2(b), virtual links ac and bc are in set A,
while virtual link ab is not included because ab; has over-
lapped with aqcy and bocy at physical node E. After set A is
found, the functionality (primary or backup) of the candi-
date physical nodes/routes for the virtual links in set A can
be determined according to the criteria that the shortest
route among the node-disjoint paths is considered the pri-
mary virtual link, and the other route is the backup virtual
link. As mentioned in Step 5 [also as shown in Fig. 2(b)], for
the virtual links that are not included in set A, we will re-
apply the modified Suurballe’s algorithm to find the pair of
node-disjoint paths. In addition to the assignments of pri-
mary and backup routing of virtual links, the subproblems
of modulation selection and spectrum allocation are ad-
dressed in Step 6 and Step 7, respectively, while the trans-
mission reach constraint and the spectral continuity
constraint will be considered. The detailed steps of the
PAR algorithm are shown in Algorithm 1.

Algorithm 1 Parallel VI Mapping Algorithm

Step 1: For a given virtual node, find two physical nodes
that have not been assigned with any of the virtual nodes
from the same VI, and have the first and second highest
available resources.

Step 2: For a given virtual link, construct an auxiliary
graph as follows. Establish an auxiliary source and an aux-
iliary destination, and establish auxiliary links between
the auxiliary source/destination and the candidate physical
nodes that the virtual link’s two end nodes are mapped to.
Step 3: Use the modified Suurballe’s algorithm to find a
pair of node-disjoint paths on the auxiliary graph.

Step 4: Find set A and determine the functionality for the
physical nodes/links of the virtual links in set A.

Step 5: For virtual links that are not included in set A, gen-
erate an auxiliary graph and apply the modified Suurballe’s
algorithm as follows. First, remove all the physical nodes
and physical links along the backup routes on which existing
virtual links are mapped, and find the shortest route be-
tween the auxiliary source and destination, which is consid-
ered a primary route. Next, restore the removed physical
nodes and physical links of the backup routes and remove
the physical nodes and physical links of the already mapped
primary routes, and find the second shortest route as the
backup route.

Step 6: According to the path distance, select a modulation
format that meets the transmission reach constraint.
Step 7: According to each virtual link’s bandwidth demand
and the spectral efficiency of the selected modulation for-
mat, determine the number of spectrum slots needed,
and allocate the spectrum at the lowest available spectrum
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slots, considering the spectral continuity/conflict con-
straint.

Step 8: If any of the above steps fails, block the VI demand
and check the next one.

B. Sequential VI Mapping Algorithm

For the purpose of comparison, we implement a SEQ
algorithm, which maps the primary and backup VIs in
sequential order. First, an existing VI mapping algorithm
is applied to map the primary VI. Second, we remove the
physical nodes and physical links along the primary route
and reapply the VI mapping algorithm again to map the
backup VI. In these procedures, the node-load-balance-
first algorithm and the link-load-balance-first algorithm
from [7] are used, which are denoted by SEQ-N and SEQ-L,
respectively.

V. PERFORMANCE EVALUATION

In this section, we will evaluate the performance of the
proposed PAR and SEQ algorithms in the 24-node U.S.
mesh network. We will focus on the VI request blocking
probability as the main performance metrics. Table I shows
the default values of the parameters used in the simula-
tion, and Table II shows the spectral efficiency and trans-
mission reach of each type of modulation format used in the
simulation.

In the simulation, each physical node consists of three
types of node resources (e.g., computing, switching, and
storage resources) with capacity of 1500 units per type
of resource. Each physical link has a spectrum capacity
of 4 THz with a spacing of 12.5 GHz per spectrum slot.

TABLE 1

DEFAULT SETTING OF THE SIMULATION PARAMETERS
Parameter Value
No. of physical nodes 24
No. of node resources in a physical node 3
Capacity of each type of node resources 1500
No. of modulations offered 3
No. of physical links 43
Spectrum capacity of each physical link 4 THz
Spacing of each spectrum slot 12.5 GHz
No. of VI demands 200
No. of virtual nodes in a VI demand 2-5

Max. node demand of a virtual node 30
Bandwidth demand of a virtual link 1000 Gb/s

TABLE II
ErriciENcY AND REACHABILITY oF EAcH MODULATION

Modulation  Spectral Efficiency (b/s/Hz) Reachability (km)
PM-BPSK 1.6 8000
PM-QPSK 3.2 3000
PM-16QAM 6.4 1000
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Fig. 3. Simulation results. (a) CDF of first blocking. (b) Blocking probability versus number of VI requests. (c) Average path distance of
accepted requests versus number of VI requests. (d) Blocking probability versus VI size. (e) Blocking probability versus spectrum capacity
of each physical link. (f) Blocking probability versus maximum bandwidth demand of each virtual link.

The variable rate transponder can offer a set of modulation
formats including PM-BPSK, PM-QPSK, and PM-16QAM,
with spectral efficiencies of {1.6, 3.2, 6.4} b/s/Hz and trans-
mission reaches of {8000, 3000, 1000} km, respectively. The
VI requests arrive according to the incremental traffic
pattern in which a virtual topology consists of two to five
interconnected virtual nodes. Each virtual node demands
three types of node resources, each of which is less than
30 units with uniform distribution. Each virtual link has
a bandwidth demand among {10, 40, 100, 400, 1000} Gb/s
with uniform distribution. For a given parameter setting,
we randomly generate 1000 test cases, and the statistics
in this section are the average results.

Figure 3(a) shows the cumulative distribution function
(CDF) of the first blocking over the number of provisionable
requests (i.e., the number of requests that can be accepted
before blocking occurs for the first time). We can see that
SEQ-L performs better than SEQ-N because link load
balance is given first priority in SEQ-L. We can also ob-
serve that PAR performs the best. Compared to SEQ-N and
SEQ-L, the average performance (when 50% of first block-
ing happens) improvement is 113% and 33%, respectively.
The reason is that PAR can jointly optimize the assign-
ments of mapping the primary and backup VIs so that
physical node and link resources can be used in a more
efficient way to accept more future VI requests.

Figure 3(b) shows the blocking probability (the number
of blocking VI requests divided by the total number of VI

requests) with different numbers of VI requests. We can see
that the blocking probability of PAR is the lowest, and PAR
can provision 25% and 13% more demands than SEQ-N
and SEQ-L, respectively. The reason behind Fig. 3(b) is that
PAR adopts a parallel mapping of primary and backup VIs,
and uses the modified Suurballe’s algorithm to find the
shortest pair of node-disjoint paths for each virtual link,
which reduces the average channel distance and, thus,
potentially increases the opportunity to accept future de-
mands. To better understand that, we analyze the average
path distance of the accepted requests with different num-
bers of VI requests in Fig. 3(c). We can see that the average
path distance of the accepted requests of PAR is smaller
than that of SEQ-N and SEQ-L.

Next, we study how the VI size will affect the VI request
blocking probability. As shown in Fig. 3(d), as the VI size
increases, the blocking probability for all the proposed
heuristic algorithms increases. However, the blocking per-
formance improvement of PAR is further enhanced, com-
pared to SEQ-N and SEQ-L. We can infer that PAR is
more efficient at accommodating VI requests with more
complex virtual topology, compared to SEQ-N and SEQ-L.

We further evaluate how the spectrum capacity of a
physical link will affect the VI request blocking probability
in Fig. 3(e). We can see that as the spectrum capacity in-
creases, the blocking probability decreases, as we expected.
The relative performance difference between PAR and
SEQ-N and SEQ-L is obvious, which demonstrates that
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PAR outperforms SEQ-N and SEQ-L. This is because the
PAR algorithm adopts a parallel mapping of primary
and backup VIs.

Figure 3(f) shows the blocking probability with different
maximum bandwidth demands (per virtual link). We can
observe that as the maximum bandwidth demand in-
creases, the blocking probability increases significantly.
We can also observe that the relative performance differ-
ence between PAR and SEQ-N and SEQ-L increases.
The increases of maximum bandwidth demand will empha-
size the advantage of using PAR because the channel dis-
tance provisioned by PAR is smaller, thus leading to a lower
amount of bandwidth product, compared to SEQ-N and
SEQ-L.

VI. CoNCLUSION

Survivability is an essential and practical concern in the
process of VI mapping. In this work, we have studied the
survivable VI mapping problem in T-SDNs with the objec-
tive of minimizing the VI request blocking probability. We
have addressed the subproblems of modulation selection
and spectrum allocation in the process of virtual link
mapping. In particular, we have proposed an auxiliary-
graph-based algorithm, called the PAR algorithm, to offer
dedicated protection against any single physical node or
link failure. The PAR algorithm can jointly optimize the
assignment of mapping the primary and backup VIs by
adopting the modified Suurballe’s algorithm to find the
shortest pair of node-disjoint paths for each virtual link.
Through extensive simulations, we have demonstrated
that the PAR algorithm can significantly improve the
blocking performance of VI requests, thus enhancing the
traffic-carrying capacity of networks. The proposed PAR
algorithm can be implemented as an optimization tool
run in the SDN centralized controller to efficiently manage
the resource allocation in the optical transport data plane.
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